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Abstract

The National Institute of Standards and Technology (NIST) is improving its resource allocation
process by doing “microstudies” of its research impacts on society. This report is the outgrowth of
a series of microstudies prepared by NIST’s Building and Fire Research Laboratory (BFRL).

This report has four major purposes. First, it examines five evaluation methods for measuring the
economic impacts of research investments. Second, it establishes a framework for identifying,
classifying, quantifying, and analyzing the benefits and costs of research investments. Third, it
presents a generic format for summarizing the economic impacts of research investments. Fourth,
it illustrates—by way of two case studies—how the framework, evaluation methods, and generic
format would be applied in practice.

The first case study provides estimates of the economic impacts from past BFRL research leading to
the introduction of the ASHRAE 90-75 standard for residential energy conservation. The energy
costs of the ASHRAE 90-75 standard are compared to those of pre-1973 oil embargo standards.
More than $900 million (in 1975 dollars) of the energy savings from ASHRAE 90-75 modifications
in single-family houses were directly attributable to the BFRL activities that promoted the
development of ASHRAE 90-75.

The second case study provides estimates of the net dollar savings from a past BFRL research effort
leading to the development of an improved asphalt shingle for sloped roofing. BFRL’s contribution
resulted in a faster adoption of the longer-lasting 235 shingle, which significantly reduced roofing
costs to building owners.
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Preface

This study was conducted by the Office of Applied Economics in the Building and Fire Research
Laboratory (BFRL) at the National Institute of Standards and Technology (NIST). The goal of this study
was to demonstrate how standardized evaluation methods can be used to evaluate the benefits and costs
of research. In addition, the study is designed to help BFRL estimate the economic impacts resulting from
its research and to estimate the return of BFRL’s research investment dollars. The intended audience for
this report is the National Institute of Standards and Technology as well as other government and private
research groups that are concerned with determining efficient allocations of their research budgets.

The measurement of economic impacts of research is a major interest of BFRL and of NIST. Managers
need to know the impact of their research programs in order to achieve the maximum social benefits from
their limited budgets. Standardized methods for measuring economic impacts are essential to support
BFRL’s effort to evaluate the cost effectiveness of completed research projects. As additional experience
is gained with the application of these standardized methods, their use will enable BFRL to select the “best”
among competing research programs, to evaluate how cost effective are existing research programs, and
to defend or terminate programs on the basis of their economic impact. This need for measurement
methods exists across programs in BFRL, in NIST, and in other research laboratories.
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Executive Summary

The National Institute of Standards and Technology (NIST), a scientific research agency of the U.S.
Department of Commerce’s Technology Administration, is improving its resource allocation process by
doing “microstudies” of its research impacts on society. This report is the first in a series of impact studies
prepared by NIST’s Building and Fire Research Laboratory (BFRL). It is intended to be a resource
document for conducting research on the assessment of economic impacts and a guide for practitioners.
Consequently, it provides a level of detail which enables others to follow the flow of the analysis, gain
insights useful for their applications, and reproduce the results shown in the two case studies. While the
companion report” and future reports provide insights on the practice of evaluating the economic impacts
of research investments, they only summarize the methodological issues covered in detail in this report.

The report has seven chapters. Chapter 1 explains the purpose, scope, and general approach of the study.
The methodology and framework for measuring economic impacts are established in chapter 2. Chapter
3 provides a description of five evaluation methods for measuring the economic impacts of research
investments; each method employs a standard practice which has been adopted by the American Society
for Testing and Materials (ASTM).” Chapter 4 outlines a generic format for presenting and analyzing the
results of an economic impact study. Two case studies of building technologies are developed in chapters
5 and 6. These case studies illustrate how to apply in practice the framework, evaluation methods, and
generic format described in chapters 2 through 4 to evaluate, compare, and summarize the economic
impacts of research investments. Chapter 7 concludes the report with a summary and suggestions for
further research.

Chapter 2 establishes the basic methodology and framework for measuring the economic impacts of
research investments. The chapter begins with an overview of benefit-cost analysis. Four key concepts
are then introduced and outlined. First, we discuss the need to identify and classify benefits and costs.
Second, we provide a mathematical formulation for mapping benefits and costs into each of the evaluation
methods described in chapter 3. Next, we discuss a series of technical considerations such as the need to
discount benefits and costs to an equivalent time basis for purpose of comparison, the challenges of
estimating benefits and costs, and the crucial role of data in developing such estimates. Finally, we discuss
how to use sensitivity analysis to evaluate the effects of uncertainty.

Chapter 3 presents the five evaluation methods that are most appropriate for measuring the economic
impacts of research investments: (1) Present Value of Net Benefits (PVNB); (2) Present Value of Net
Savings (PVNS); (3) Benefit-to-Cost Ratio (BCR); (4) Savings-to-Investment Ratio (SIR); and (5)
Adjusted Internal Rate of Return (AIRR). Each evaluation method employs an ASTM standard practice
and is derived from the mathematical formulation given in chapter 2. Since investment decisions differ
in their objectives, chapter 3 concludes with an analysis of when, and under what circumstances, it is
appropriate to use each evaluation method. The PVNB (PVNS) measures the overall magnitude of the
benefits (cost savings) net of the costs of undertaking the research. The BCR (SIR) measures the benefits

®The second report in the series focuses on a fire technology application—the Fire Safety Evaluation System for health care
facilities. See Chapman, Robert E., and Stephen F. Weber. 1996. Benefits and Costs of Research: A Case Study of the Fire Safety
Evaluatior]z) System. NISTIR 5863. Gaithersburg, MD: National Institute of Standards and Technology.
American Society for Testing and Materials (ASTM). 1994, ASTM Standards or Building Economics. Philadelphia, PA:
American Society for Testing and Materials.
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(cost savings) per unit cost of the research. The AIRR is the annual percentage yield from a project over
the study period, taking into account the reinvestment of interim receipts. All five methods apply to
Accept/Reject decisions. Both PVNB and PVNS are appropriate for Design/Size decisions (selecting one
among mutually exclusive alternatives). The BCR, SIR, and AIRR are appropriate for ranking alternatives
under a budget constraint.

Chapter 4 outlines a generic format for presenting and analyzing the results of an economic impact study.
The generic format is built upon three factors: (1) the significance of the research effort; (2) the analysis
strategy; and (3) the calculation of key benefit and cost measures. The generic format provides a vehicle
for clearly and concisely summarizing the salient results of an economic impact study to senior research
managers (e.g., laboratory directors). A specific format, tailored to BFRL, is also included (see, exhibit 4-
1); it provides the basis for summaries of the two case study applications given in chapters 5 and 6.

The first case study, described in chapter 5, provides estimates of the economic impacts from past BFRL
research leading to the introduction of a new standard for residential energy conservation. This research
project was begun in 1973 in response to a growing need to produce a set of design criteria which could
be used as the basis for a consensus standard on energy conservation in new buildings. Among the private
sector leaders in this area were the National Conference of States on Building Codes and Standards
(NCSBCS) and the American Society of Heating, Refrigerating, and Air-conditioning Engineers
(ASHRAE). NCSBCS requested BFRL to take the lead in developing the technical basis for the consensus
standard. In early 1974, BFRL issued a report® that became the technical basis for ASHRAE Standard 90-
75. ASHRAE adopted the standard in 1975. The analysis presented in chapter 5 proceeds in two stages.
First, estimated energy cost savings, information on actual adoption rates of ASHRAE 90-75 by states,
and the resulting number of new single-family residences covered by the standard are used to measure the
economic impacts of ASHRAE 90-75. Second, the value of BFRL’s contribution is measured. To derive
an estimate of energy cost savings, the energy costs of “prototypical” single-family residences covered by
ASHRAE 90-75 are compared to those of pre-1973 oil embargo energy standards. The case study
estimates the energy cost savings from ASHRAE 90-75 modifications in single-family residences
constructed over the period from 1975 through 1984. The issuance of ASHRAE 90-75 had a significant
impact on energy cost savings in buildings throughout the United States; for single-family residences, the
total present value of net savings amounted to nearly $1.5 billion in 1975 dollars. BFRL’s contribution
resulted in a more timely adoption of ASHRAE 90-75. If BFRL had not been involved, ASHRAE
estimates that it would have taken an additional four years to develop a similar consensus standard which
all parties could support. The value of BFRL’s contribution is based on the elimination of the potential
four-year delay. Information presented in chapter 5, and summarized in exhibit 5-1, documents that more
than $900 million of the $1.5 billion overall present value of net savings were directly attributable to the
BFRL activities that promoted the development and timely adoption of ASHRAE 90-75.

The second case study, described in chapter 6, provides estimates of the net dollar savings from a past
research effort in the development of an improved asphalt shingle for sloped roofing. This project was
begun in 1958 at the request of the Tri-Services Committee of the Department of Defense to address a
problem of frequent roof replacements caused by a type of shingle failure called “clawing.” BFRL
developed specifications which were adopted by the roofing industry in 1962. Almost immediately

“National Bureau of Standards. 1974 (Revised 1976). Design and Evaluation Criteria for Energy Conservation in New
. Buildings. NBSIR 74-452. Gaithersburg, MD: National Bureau of Standards.
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thereafter, the 235 shingle was introduced to replace the 210 shingle.? The costs of the improved shingle
are compared against the costs of the shingle it replaced. Net savings are computed for the actual quantity
of the improved shingle that was installed during the period from 1962 to 1974. The adoption of the
longer-lasting 235 shingles to replace the failing 210 shingles had a significant impact on roofing costs,
resulting in a present value of net savings to consumers of nearly $4 billion in 1974 dollars over the 13-year
period from 1962 to 1974. Roofing experts estimate that the availability of the 235 shingle would have
been delayed from 2 to 5 years had it not been for BFRL’s participation in, and coordination of, the
development and promotion of the 235 shingle. Estimates presented in chapter 6 measure the value of
BFRL’s contribution based on a three-year delay. These estimates, recorded in exhibit 6-1, show that
BFRL’s activities were directly responsible for more than $1.7 billion of the overall present value of net
savings to consumers over the 13-year period between 1962 and 1974.

Chapter 6 discusses additional areas of research that might be of value to government agencies and other
institutions that are concerned with an efficient allocation of their research budgets. These areas of research
are concerned with: (1) the development of a standard classification of research benefits and costs; (2)
factors affecting the diffusion of new technologies; (3) conducting ex ante evaluations with scheduled
follow-ups; and (4) evaluations based on multiattribute decision analysis.

%The designation for the type of shingle—210 and 235—reflects the weight per sales square. A sales square—the customary
unit by which shingles are sold—is the quantity of shingles needed to cover 100 square feet of roofing surface (e.g., 210 pounds or 235
pounds).
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1. Introduction

1.1 Background

The pressures of competing in the global marketplace are affecting nearly every U.S. business. Now more
than ever, U.S. businesses are finding that they must continuously improve their products and services if
they are to survive and prosper. Research, with its potential for incremental and breakthrough
improvement, is of central importance to most businesses’ continuous improvement efforts. It is now
widely recognized that a key component of the competitiveness problem lies in the “inability of American
companies (or, more accurately, the U.S.-based portions of what are fast becoming global technology
firms) to transform discoveries quickly into high-quality products and into processes for designing,
manufacturing, marketing, and distributing such products.”

Increasingly, the winners in the competitiveness race are those businesses that most rapidly make use of
the fruits of research (e.g., new data, insights, inventions, prototypes). Efforts underway at the National
Institute of Standards and Technology (NIST) and elsewhere in the U.S. focus on speeding up the
commercial application of basic and applied research results. The purpose of this report and its
companion® is to respond to the following question: “How do we measure the results of our investments
in technology development and application?”® This report establishes the theoretical and technical
considerations needed to measure the economic impacts of research investments. The companion report
draws on these considerations and illustrates them via a case study approach. The goal of this report is to
help managers at NIST, at other federal laboratories, and elsewhere, to better understand the economic
impacts of their research in order to achieve the maximum social benefits from their limited budgets.

There are several reasons for measuring the economic impacts of a federal laboratory’s research program.
First, economic impact studies are a management tool; they help set priorities and point to new research
opportunities. Second, as federal laboratories become more customer oriented, by revealing the “voice
of the customer,” such studies will strengthen the ties to industry and identify opportunities for leveraging
federal research investments.  Finally, changing requirements, such as the Government Performance and
Results Act, will affect how federal research funds are allocated. Increasingly, federal agencies and
laboratories which can not demonstrate that their research efforts complement those of industry and that
they are having a positive impact on society will be at a disadvantage when competing for federal research
funds.

NIST’s research laboratories serve all sectors of U.S. industry through focused research programs. Each
laboratory has cultivated strong working relationships with industrial, trade and professional organizations
in its areas of technology concentration. The program of NIST’s Building and Fire Research Laboratory
(BFRL) is guided by a prioritized research agenda developed by experts from the building and fire
communities. Its performance prediction and measurement technologies enhance the competitiveness of

Relch Robert W. 1989. “The Quiet Path to Technological Preeminence.” Scientific American (October): pp. 41-7.

Chapman Robert E., and Stephen F. Weber. 1996. Benefits and Costs of Research: A Case Study of the Fire Safety
Evaluatwn System. NISTIR 5863. Gaithersburg, MD: National Institute of Standards and Technology (In Press).

Good, Mary, and Arati Prabhakar. 1994. “Foreword.” In Mark Bello and Michael Baum, Setting Priorities and Measuring
Results at the National Institute of Standards and Technology. Gaithersburg, MD: National Institute of Standards and Technology.
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U.S. industry and public safety. Specifically, BFRL is dedicated to improving the life-cycle quality of
constructed facilities. BFRL studies structural, mechanical, and environmental engineering, fire science
and fire safety engineering, building materials, and computer integrated construction practices.

To further strengthen its ties to industry, BFRL is actively participating in the Subcommittee on
Construction and Building of the National Science and Technology Council (NSTC). The NSTC, a
cabinet-level group charged with setting federal technology policy, coordinates research strategies across
a broad cross-section of public and private interests. The Subcommittee on Construction and Building
coordinates and defines priorities for federal research, development, and deployment related to the
industries that produce, operate, and maintain constructed facilities, including, buildings and infrastructure.*

BFRL has long recognized the value of measuring the impacts of its research program. Previous studies
have shown that even modest research efforts within BFRL are capable of producing significant impacts.’
One reason for such outcomes is the unique mix of research facilities and skills possessed by BFRL and
its staff. Through many years of active collaboration with its various user communities, BFRL’s research
findings are highly regarded when new construction, building, and disaster mitigation technologies are
considered for introduction into the U.S. market.

1.2 Purpose

This report is the first in a series of impact studies prepared by BFRL. It is intended to be a resource
document for conducting research on the assessment of economic impacts and a guide for practitioners.
Consequently, it provides a level of detail which will enable others to follow the flow of the analysis, gain
insights useful for their applications, and reproduce the results shown in the two case studies. While the
companion document® and future reports in the series provide insights on the practice of evaluating the
economic impacts of research investments, they only summarize the methodological issues covered in
detail in this report.

This report has four major purposes. First, it provides research managers (e.g., BFRL and NIST) with an
examination of five evaluation methods for measuring the economic impacts of research investments. This
review of methods for evaluating the economic impacts of research projects is in an effort to promote more
efficient allocations of limited research funds. The measurement of economic impacts based on the
standardized methods described in this report will enable BFRL and NIST to give better service to the
building and fire communities and to the nation’s economy in general.

The second purpose of this report is to establish a conceptual and mathematical framework for identifying,
classifying, quantifying, and analyzing the benefits and costs of research investments. This framework and
its associated data requirements constitute a four stage process for estimating the economic impacts ex ante

*Seven goals to enhance the competitiveness of the U.S. construction industry are explicit in the mission of the Subcommittee.
For a detailed description of these goals and how the Subcommittee on Construction and Building will approach them see Wright, Richard
N., Arthur H. Rosenfeld, and Andrew J. Fowell. 1995. Construction and Building: Federal Research and Development in Support of
the U.S. Construction Industry. Washington, DC: National Science and Technology Council.

5Marshal], Harold E., and Rosalie T. Ruegg. 1979. Efficient Allocation of Research Funds: Economic Evaluation Methods
with Case Studies in Building Technology. NBS Special Publication 558. Gaithersburg, MD: National Bureau of Standards.

6Cha.pman and Weber, A Case Study of the Fire Safety Evaluation System.
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of new standards and/or technologies and ex post of past research efforts. This framework also serves as
a foundation from which the five standardized methods may be derived and critically analyzed.

The third purpose is to present a generic format for summarizing the economic impacts of research
investments.

The fourth purpose of this report is to illustrate how the framework, standardized methods, and generic
format would be applied in practice. This purpose is accomplished by way of two case studies of building
technologies. Both case studies are ex post in that they are based on past research efforts. The selection
of the two case studies included in this report was influenced by the availability of data and other factual
information. Although our stated goal was to illustrate how the framework, standardized methods, and
generic format would be applied in practice, a broader purpose was achieved. Because both case studies
were ex post and detailed information was available on the adoption and use of the results of BFRL’s
research efforts, the presentation of the material in both case studies—assumptions, data, analysis, and
results—may be used as a tutorial on how to assess the economic impacts of a research project.

1.3 Scope and Approach

This report takes a long-run view of research planning and evaluation. The focus is on specific benefits
and costs of research investments, with little attention being given to institutional considerations and other
constraining factors. Examples of such constraining factors which research managers are likely to find
important are the compatibility of research projects with the organization’s mission and the ability to
perform those projects within budget constraints.

Little attention is given in this report to the step-by-step process by which research in BFRL (or other
laboratories) makes its way (i.e., diffuses) as a new technology through codes, standards, or other processes
to the ultimate user. Modeling the diffusion process for a new technology is a major research task in itself.

The report has six chapters in addition to the Introduction. Chapter 2 establishes the basic methodology
for measuring the economic impacts of a research project, of a research program, or of a new technology.
Because the material in chapter 2 emphasizes an approach that is applicable to economic impact studies
in general, it is written in a more abstract form than the chapters which contain the case studies. The
chapter begins with an overview of benefit-cost analysis. Four key concepts are then introduced and
outlined. First, the need to identify and classify benefits and costs is discussed. Second, a mathematical
formulation is given. The mathematical formulation provides the vehicle for mapping benefits and costs
into each of the standardized methods described in chapter 3. Next, a series of technical considerations
are discussed. These considerations include such important topics as the need to discount benefits and
costs to an equivalent time basis for purpose of comparison, the challenges of estimating benefits and costs,
and the crucial role of data in developing such estimates. Finally, how the use of sensitivity analysis permits
the effects of uncertainty to be evaluated is discussed.

Chapter 3 provides a description of five standardized evaluation methods for measuring the economic
impacts of research investments. Each standardized method is derived from the mathematical formulation
given in chapter 2. Since investment decisions often differ in their objectives, chapter 3 concludes with an
analysis of when, and under what circumstances, it is appropriate to use each standardized method.




Chapter 4 outlines a generic format for presenting and analyzing the results of an economic impact study.
The generic format is built upon three factors: (1) the significance of the research effort; (2) the analysis
strategy; and (3) the calculation of key benefit and cost measures. The generic format provides a vehicle
for clearly and concisely summarizing the salient results of an economic impact study to senior research
managers (€.g., laboratory directors). A specific format, tailored to BFRL, is also included; it provides the
basis for summaries of the two case study applications given in chapters 5 and 6.

Two case studies of building technologies are developed in chapters 5 and 6. These case studies illustrate
how to apply in practice the framework, standardized methods, and generic format described in chapters
2 through 4 to evaluate and compare the economic impacts of research investments. The first case study
on residential energy conservation relates well to the four major purposes of this report. Thus it is presented
in detail. The other case study is presented in a summary fashion since it is based on material presented
in an earlier report.” It includes sufficient detail to understand the basis for the economic impact analysis
and to reproduce the results.

The case studies are designed to be self contained. Consequently, readers already familiar with the key
concepts laid out in chapters 2 through 4 may skip directly to the case studies.

The first case study, described in chapter 5, provides estimates of the economic impacts from past BFRL
research leading to the introduction of the ASHRAE 90-75 standard for residential energy conservation.
The energy costs of the ASHRAE 90-75 standard are compared to those of pre-1973 oil embargo energy
standards. The case study estimates the energy savings from ASHRAE 90-75 modifications in single-
family residences constructed over the period from 1975 through 1984. Furthermore, that part of dollar
savings that appears attributable specifically to BFRL’s research activities is estimated. For a two-page
summary of the first case study, see section 5.1.

The second case study, described in chapter 6, provides estimates of the net dollar savings from a past
research effort in the development of an improved asphalt shingle for sloped roofing. The costs of the
improved shingle are compared against the costs of the traditional shingle it displaced. Net savings are
computed for the actual quantity of the improved shingle that was installed during the period from 1962
to 1974. That part of dollar savings that appears attributable specifically to BFRL’s research activities is
estimated. For a two-page summary of the second case study, see section 6.1.

Assumptions about material life, the appropriate discount rate, the process by which the new technology
diffuses to the ultimate users, and the impact of BFRL’s activities on the diffusion process are necessary
for carrying out the case studies. These assumptions are described in chapters 5 and 6. A sensitivity
analysis for each case study provides the reader with additional background and perspective on BFRL’s
impact.

Chapter 7 concludes the report with a summary and suggestions for further research.

"Marshall and Ruegg, Efficient Allocation of Research Funds, pp. 19-30.
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2. An Introduction to Benefit-Cost Analysis

Benefit-cost analysis is a technique for assessing the economic performance of both private- and public-
sector programs. The technique can be used to indicate whether a specific expenditure should be
undertaken. It can also be used to determine the appropriate size of the expenditure as well as the optimum
configuration of the system, timing for installing components, and other aspects of system design. Finally,
benefit-cost analysis provides the basis for conducting economic impact studies.

At the heart of any benefit-cost analysis is an economic concept referred to as the time value of money.
This concept relates to the changing purchasing power of money (i.e., as a result of inflation or deflation),
along with consideration of the real earning potential of alternative investments over time. The discount
rate reflects the decision maker’s time value of money. The discount rate is used to convert, via a process
known as discounting, benefits and costs which occur at different times to a base time. Throughout this
report, the term “present value” will be used to denote the value of a benefit or cost found by discounting
cash flows (past, present, or future) to the base time. The base time is the date (base year) to which
benefits and costs are converted to time equivalent values.

Benefit-cost analysis is simple in concept, reflecting a most elementary decision rule:

No rational person is expected to undertake actions where anticipated costs exceed
anticipated benefits.

However, from a practical standpoint, the application of benefit-cost analysis to either private- or public-
sector decision problems may become quite complicated. The previous statement is based on the fact that
conducting a benefit-cost analysis involves a multi-stage process. Consequently, complicating factors may
enter at any stage. In some cases, complicating factors may exert a cascade effect or some other form of
interdependency. If cascade effects or interdependencies are present and are not treated properly, the
validity of the analysis may be called into question.

Other researchers and practitioners have suggested that a benefit-cost analysis may be divided into four
stages: (1) identification; (2) classification; (3) quantification; and (4) presentation.® The identification
stage involves identifying and listing all of the “effects™ of the research effort being analyzed. In principle,
this set of effects produces a checklist of all the items that should be taken into consideration. The second
stage entails classifying these various effects into benefit categories and cost categories. The third stage
produces year-by-year estimates of the values for each of the benefit categories and each of the cost
categories. The values of the key evaluation methods (e.g., present value of net benefits, present value of
net savings, benefit-to-cost ratio, savings-to-investment ratio, adjusted internal rate of return) are also
calculated in this stage. The final stage is the presentation and analysis of the relevant information in a
straightforward manner (i.e., in a form that clearly spells out the important assumptions underlying the
analysis and the implications of those assumptions for the study’s conclusions).

8Andersc)n, Lee G., and Russell F. Settle. 1977. Benefit-Cost Analysis: A Practical Guide. Lexington: D.C. Heath and
Company.



To ensure consistency in application and in interpretation, all of the evaluation methods described in this
report are based on standard practices. These practices have been reviewed, critiqued, and adopted by a
broad cross section of businesses concerned with choosing among investment alternatives. Specifically,
these practices have been adopted by the American Society for Testing and Materials (ASTM).” They are
used to calculate the values of all of the key evaluation methods. The five “standardized” evaluation
methods—present value of net benefits, present value of net savings, benefit-to-cost ratio, savings-to-
investment ratio, adjusted internal rate of return—used in this report are generic. The mathematical
formulation, given by egs (2.1) through (2.10), provides the vehicle for mapping benefit categories and cost
categories into each of the five standardized methods. While there may be many different ways of
classifying benefits and costs (i.e., classification schemes), their explicit treatment in both the mathematical
formulation and the standardized methods ensures that a comprehensive and consistent coupling results
between the mathematical formulation and each standardized method.

Similarity, it is important to note that how benefits and costs are classified is affected by the objective
function'” of the decision maker. This may be illustrated by comparing the perspective of a private-sector
decision maker with that of a public-sector decision maker. A private-sector decision maker may not be
concerned with benefits or costs which are external to the firm or industry. For example, unless there are
licensing fees or royalties to be paid, the cost of any research external to the firm may be irrelevant to a
private-sector decision maker. This would be true even if the external research provides the basis for the
product or process innovation under analysis. Generally, this is in contrast to the public-sector decision
maker who must assess all benefits and costs to whomsoever they accrue. Both the mathematical
formulation and the standardized methods used in this report are flexible enough to deal with differences
in perspective. Any differences in perspective affect only the way in which benefits and costs are classified
(i.e., what is included and what is excluded). Consequently, once the perspective is defined and the
classification scheme is set, the mathematical formulation and standardized methods take over, permitting
an analysis which is both comprehensive and consistent.

2.1 Identifying and Classifying Benefits and Costs

Once the appropriate evaluation methods have been chosen, the analyst must identify and classify benefits
and costs. Both the benefits and costs of research are multifaceted. Benefits of public-sector research may
take the form of new technologies which enable new markets and products to be established. Similarly,
public-sector research may lead to products which lower the costs of ownership to consumers, exhibit
increased durability and reliability, and result in fewer accidents. Private-sector research tends to be
product and/or process focused. In the private-sector, greater emphasis is placed on key market drivers,
such as cost and quality considerations, with an aim of increasing market share rather than on research per
se. Alternatively, one may distinguish between public-sector research and private-sector research as a
movement away from basic research, which is freely shared, towards proprietary research, which is closely
held and where access is controlled.

% American Society for Testing and Materials (ASTM). 1994. ASTM Standards on Building Economics. Philadelphia, PA:
American Society for Testing and Materials.

An objective function is that combination of decision variables (e.g., the price and quantity sold of a line of products and the
quantity and per unit cost of labor, materials, equipment, and plant and facilities used to produce that line of products) whose value is to
be optimized (e.g., profit maximization or cost minimization) subject to the constraints (e.g., a budget limitation) of the problem under
analysis.



Benefits tend to be more difficult to identify, classify, and quantify than costs. By and large, the majority
of a research effort’s costs are incurred early in its life. These costs are often well known and available
from multiple sources (e.g., planning documents, budget documents, and annual reports). Benefits in the
form of new products and processes stemming from the research effort occur “downstream,” often many
years later. The way in which any “new technology” diffuses exerts a profound influence on the timing and
level of benefits.

Table 2-1 provides a comprehensive list of benefits associated with research investments. Some of the
benefits recorded in the table may overlap if a specific research investment is to be evaluated. For
example, the greater durability of 235 shingles results in lower operations, maintenance, and repair costs
for building owners. Note that many of the benefits are in the form of cost savings.

The table lists three types of organizations as “beneficiaries” of a research investment: (1) research
organizations; (2) practitioners; and (3) others. Research organizations are those entities which perform
the research in the first place, collaborate in the research effort via consortia, or make use of the research
findings in their independent research program. The heading, research organizations, covers the following
research entities: (1) NIST/BFRL; (2) private sector firms; (3) academe; (4) professional societies and trade
associations; and (5) miscellaneous public sector agencies.

Practitioners are those who employ the research findings to produce products or provide services. Three
types of practitioners are listed in table 2-1: (1) manufacturing and service industries; (2) the construction
industry; and (3) building owners/managers/operators. The first type, manufacturing and service industries,
ensures that the table captures all forms of “productive” economic activity. Since the first type is all
inclusive, it may be subdivided in any way which the analyst chooses. For example, instead of the
construction industry heading and the building owners/managers/operators heading, the analyst could focus
on a specific industry. The specific industry could be based on the standard industrial classification (SIC)
code for that industry (e.g., SIC code 36: electrical/electronic equipment manufacturers, or SIC code 48:
communications services) or some other SIC-like classification scheme. The second heading under
practitioners is the construction industry, since this research project is focused on evaluating the impacts
of building- and fire-related technologies. This heading includes all firms whose primary activity is
construction. The construction industry is often divided into four sectors: (1) residential; (2)
commercial/institutional; (3) industrial; and (4) public works. The construction industry also includes
specialty contractors who support prime contractors across all four sectors. Building owners/
managers/operators are covered under the third heading under practitioners. Their primary activities are
service oriented.

The last “beneficiary” of a research investment, labeled “others” in the table, is those businesses/individuals
which occupy the building as well as third parties who may be affected by the various research
organizations, practitioners, or building occupants.
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Table 2-1 is laid out as a check list. Each column records information on the beneficiaries of a research
investment. Each row records a generic type of benefits associated with a research investment. The
generic types of benefits are listed in alphabetical order. No effort has been made to prioritize the
importance of each generic type of benefits, since the specifics of the research investment under analysis
is likely to govern the importance of each of the types listed in the table. The “cells” of the table represent
a unique combination of the specific beneficiary and the generic type of benefits. If a generic type of
benefits is important to a specific beneficiary, then a check mark (v") is recorded in that cell of the table.

While most of the generic types of benefits listed in table 2-1 are self evident, it is useful to examine five
of them in some detail. The five generic types are: (1) cycle time reduction; (2) diffusion process; (3) input
substitution; (4) improved health and safety; and (5) reduced property losses. We chose these for
additional discussion because their impacts are less evident and are likely to be substantial.

Cycle time reduction is present when a given task can be completed in a shorter period of time. Cycle time
reduction is important to all of the beneficiaries recorded in the table. Common targets for cycle time
reduction are the time to introduce new products or services, the time to produce a working prototype of
an invention or an innovation, and the time to deliver a new building (i.e., the time from the decision to
construct a new building until it is ready for occupancy). Process mapping, process simplification, and
scheduling techniques are tools commonly used to reduce cycle time for research and other types of
projects.

Earlier it was stated that the diffusion process exerted a strong influence on the benefit stream. Basically,
there are three ways in which the diffusion process affects the benefit stream. To better understand these
three ways, consider the case of a product innovation. The first way concerns the time to “first use” of the
innovation. Speeding up the time to first use means that the beneficiaries will begin to receive benefits or
cost savings from the innovation earlier than would have been possible otherwise. The second way
concerns the rate of adoption. If the contribution of the research organization is to increase the rate of
adoption in any single year or across a number of years, say due to its prestige as the source of the
innovation, then benefits and cost savings will accrue at a faster rate than otherwise in those years. The
third way concerns the ultimate level of adoption (i.e., how completely the innovation penetrates the
market). If the ultimate level of adoption is higher, then the overall potential magnitude for benefits and
cost savings is increased. Because both the timing and the magnitude of the benefit stream is important
in the calculation of the present value of benefits or the present value of savings, other things being equal,
speeding up the time to first use, increasing the rate of diffusion, or increasing the ultimate level of adoption
results in an increase in benefits. Reference to the table shows that the diffusion process is important to
all beneficiaries.

Input substitution is the subject of a vast literature on technological change. Readers interested in a
comprehensive and rigorous treatment of technological change are referred to the book by Stoneman.!
To illustrate this important concept, consider the case of a process innovation. Successful process
innovations make it possible to produce the same level of output with fewer inputs from one or more
factors of production (e.g., a specific material or chemical). If these factor inputs cost the same as before,
the firm’s production costs are lowered. Alternatively, the new production process may enable the firm
to substitute cheaper inputs for more expensive ones. The result is, once again, a reduction in production

11Stoneman, Paul. 1983. The Economic Analysis of Technological Change. New York: Oxford University Press.
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costs. Furthermore, if one or more of the inputs is deemed to be “hazardous,” third parties may expect to
receive benefits from the firm’s decision to substitute more environmentally “friendly” inputs for those
deemed to be hazardous.

The last two generic types of benefits are safety related. They are a motivating factor behind regulations
aimed at occupational health and safety as well as many building codes and standards. The first, increased
health and safety, applies to all beneficiaries, workers, building occupants, and third parties. Construction
worker safety, aimed at fewer accidents (e.g., loss of life and limb), is an important goal for the
construction industry. A second construction industry goal is to reduce property losses. A key dollar
measure for both safety-related issues is expected reductions in both insurance costs and out-of-pocket
losses. In the construction industry where specific compliance measures often need to be undertaken, a
new technology may manifest itself in a new building code or standard. If such a code or standard is
performance-based, it may result in equivalent levels of safety at reduced costs of compliance. This
performance-based approach to safety is a major emphasis of BFRL’s research program. The companion
document includes a case study of a performance-based approach to fire safety in health care facilities."

Key benefits accruing to the building owner/manager due to the adoption and use of innovative building
materials and technologies include reductions in delivery time (i.e., reduction in the time from the decision
to construct a new building to its readiness for occupancy) as well as reductions in the costs of construction,
use, and disposal. For a detailed analysis of the economics of innovative building materials, see Ehlen and
Marshall.”> Additional benefits include increased rental income (e.g., due to better amenities), adaptive
reuse (e.g., the ability to accommodate different configurations of office space) which may result in higher
occupancy rates and the ability to easily renovate the interior space for completely new types of occupancy.
The latter subject is emerging as a means for efficiently renovating buildings to accommodate
organizational and technological change." Key benefits accruing to building occupants and third parties
include reductions in waste and pollution through use of environmentally-friendly materials and
technologies, improved occupant health and safety (e.g., reductions in occupant-related illnesses and
injuries) and increased productivity and comfort (e.g., better lighting, layouts which facilitate
communication, etc.).

Table 2-2 provides a format for classifying costs associated with research, including innovations stemming
from that research. The organizations bearing the costs are patterned after the “beneficiaries” in table 2-1.
The organizations bearing the costs are: (1) research organizations; (2) practitioners; and (3) others. The
key types of costs shown in table 2-2 are listed hierarchically under primary and secondary levels.

Costs may be classified as in table 2-2, or into one of two broad categories: (1) investment; and (2) non-
investment. The latter classification scheme is used here.

:iChapman and Weber, A Case Study of the Fire Safety Evaluation System.
Ehlen, Mark A., and Harold E. Marshall. 1996. The Economics of New-Technology Materials in Construction: A Case
Study of Composite Bridge Decking. NISTIR 5864. Gaithersburg, MD: National Institute of Standards and Technology.
ra good discussion on building reuse, see, Loftness, Vivian, Jack J. Beckering, William L. Miller, and Arthur Rubin. Re-
valuing Buildings. S5927. Grand Rapids, MI: Steelcase Inc.
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Table 2-2. Sample Classification of the Costs Associated with Research

Type of Organization
Bearing the Costs

Type of Cost

Primary Level

Secondary Level

Research Organization

Labor Salaries, Training, and
Travel

Researchers

Technicians

Managers

Contract Workers on Site
Support, Administrative, and

Secretarial Staff

Capital Expenses Site and Facilities
Laboratory Equipment
Computer Equipment
Laboratory Materials

Operation, Maintenance, and

Repair of Facility and

Equipment

Contract Costs for Technical

Work Done by Others

Dissemination Costs Printing/Publishing

Research Results Distribution
Standards and Professional

Society Activities
Other Meetings to Link to
Industry
World Wide Web
Practitioners Training for Using the
Innovation
Adapting the Innovation to
Industry Use
Investments in New
Equipment/Materials/Processes
Others Spillovers
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The distinction between investment and non-investment costs is important because the decision maker is
assumed to maximize the return on investment costs. For example, if the benefit-cost analysis were
conducted from the perspective of a public-sector laboratory research director versus that of a private-
sector business executive, the way in which each would classify investment and non-investment costs might
differ significantly. A public-sector laboratory research director would consider research expenditures
(e.g., labor, purchase of specialized facilities/equipment/materials, contracts and the like) and the costs of
diffusing the research as investment costs and the costs of launching and producing products, and any
consumer-related expenses as non-investment costs. On the other hand, a private-sector business executive
would consider as investment costs the firm’s costs for product-related research, its cost of establishing
a delivery system, and its capital expenditures for plant and equipment to produce the product. Non-
investment costs would include the costs of producing and delivering the product, and operations,
maintenance and energy costs for physical plant and equipment (e.g., energy, water, maintenance and
repairs, taxes, insurance, etc.).

2.2 Mathematical Formulation

Once all benefits and costs have been identified and classified, it becomes necessary to develop year-by-
year estimates for each of the benefit and cost categories for each alternative system under analysis. If we
denote alternatives as a (where the index for a ranges from 7,...,A), benefit (B) categories as j ( where the
index for j ranges from J,...,J%, investment cost (I) categories as k (where the index for k ranges from
1,...,K*), non-investment cost (C) categories as m (where the index for m ranges from 1,...,M?), and time
as t (where the index for ¢ ranges from -£°,...,0,...,7), then the benefits and costs for alternative a* in year
t may be expressed as:

* Ja ¥
B = B/ (2.1)
j=1
* Ku *
1 = I; (2.2)
k=1
* Ma* * -
¢/ = Y (2.3)
m=1
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where a* = the alternative under analysis;

J- = the number of benefit categories associated with alternative a*;
K- = the number of investment cost categories associated with alternative a*; and
M = the number of non-investment cost categories associated with

alternative a*.

The combined costs (C) for alternative a* in year ¢ may now be expressed as:

* * Ka * Ma *
Cta = Ita * Cta = ; Ilc‘zz * Zl Cnft 24)
= m:

s® = B* -cCf (2.5)

Equations (2.1) through (2.5) provide the basis for calculating the present value of benefits (PVB), the
present value of investment costs (PVI), the present value of non-investment costs (PVC), the present
value of combined costs (PVC), and the present value of savings (PVS) for each alternative. These values
for alternative a * are defined by egs (2.6) through (2.10), respectively, as:

T Je

PVB* = Y | ¥ B |/ (1+ay (2.6)
t=-t% J=1
. T K .
PvIcT = Y | Y12 | 1 (1+dy 2.7
t=-1% k=1
i T Me
pvce = Y | Y ci |/ Qq+ay (2.8)
t=-1% m=1
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T |k* . M° .
pvce = ¥ | Y1+ XY ¢l |/ Qay (2.9)
t=-t% \ k=1 m=1
) ol LA 'L .
PUse = L | LB - X Cu| /vy 2.10)
==\ J* ms=

where d = the discount rate;
-t = the number of years before the base year (i.e., #=0) for which benefits and costs
accrue®® for alternative a*; and
T = the last year of the study period.

The mathematical formulation given in eqgs (2.1) through (2.10) is general in scope. This was done to make
explicit four key concepts and to serve as a point of departure for the remainder of the report. First, for
a given alternative (e.g., for alternative a*), the number of benefit categories need not equal the number
of cost categories. This key concept is shown through the use of three indexes, j, k, and m, respectively.
Second, for different alternatives, the number of benefit categories and the number of cost categories need
not be equal. This key concept is shown by the a* superscript on the maximal member of the j, &, and m
indexes, respectively. Obviously, there will be cases where, for different alternatives, the number of cost
and benefit categories will be both equal in number and the same in definition. The formulation given by
eqs (2.1) through (2.10) allows for identical categories but does not require them. Third, the time
dimension is explicit. Key times during the study period are shown as -#%, 0, and T, respectively; the length
of the study period is defined as #+7. Finally, all annual benefits, investment costs, non-investment costs,
combined costs, and savings are explicit in the formulation, both as components (i.€., for each category)
and as aggregates (i.e., the sum total for a given year).

The four stage “process flow,” outlined at the beginning of this chapter, coupled with egs (2.1) through
(2.10) provide a conceptual and mathematical framework for the remainder of the report. The first two
stages of the process flow, identification and classification of each alternative’s benefits and costs, are the
focus of section 2.1. The challenges associated with quantifying each alternative’s benefits and costs, the
third stage of the process flow, are the focus of sections 2.3. and 2.4. An overview of the fourth stage of

5The term -#* is used to designate the earliest point before the base year across all alternatives for which benefits and costs
accrue. The alternative, say a’, which results in -#* and 7, the last year in the study period, specify the length of the study period for all
alternatives.
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the process flow, presentation and analysis of results, is the focus of chapter 4. The key evaluation methods
are described and summarized in chapter 3. Each key evaluation method (e.g., benefit-to-cost ratio) is
derived through reference to egs (2.1) through (2.10). Chapters 5 and 6 illustrate how to apply in practice
the framework and standardized methods described in chapters 2 through 4. Special emphasis is placed
on the fourth stage of the process flow, presentation and analysis of results. Chapter 7 provides a summary
and suggestions for further research.

2.3 Technical Considerations

2.3.1 Setting the Discount Rate

The economic literature on setting the discount rate for public and private investments is both vast and
complex. A good overall coverage of the subject is given in Ruegg and Marshall.'® The discussion which
follows closely parallels the treatment found in Ruegg and Marshall.

The discount rate, or minimum attractive rate of return, imposes a condition of minimum profitability
which a project must meet to qualify for acceptance. Because it affects whether a project will be accepted
or rejected and how much will be spent on it, the value of the discount rate is a key ingredient in a benefit-
cost analysis. If it is set too high, some projects which are economical will be rejected; if too low, some
projects which are uneconomical will be accepted.

The discount rate should reflect the rate of return available on the next best investment opportunity of
similar risk to the project in question. The numerical value of the discount rate should reflect the
“opportunity cost” that investors experience when they forego the return on the next best investment to
invest in a given project. The analysis of private-sector decision making—businesses and households—
requires the use of an after-tax discount rate.

Firms often compute and use the weighted average cost of capital as their discount rate. The rate in this
case is based on the average cost of past funds acquired. The weighted marginal cost of capital, however,
is a more correct measure of the discount rate. It is based on the costs of acquiring the last dollar of new
capital. If securing additional funding does not change the proportions of debt and equity (i.e., their
weights) or the costs of each, the weighted marginal cost of capital will be the same as the weighted
average cost of capital. If the proportion of debt increases, this may cause the market price of the firm’s
stock to drop, thereby raising the cost of equity funds.

The weighted (average or marginal) cost of capital is computed by finding the after-tax cost of each source
of funding to the firm—equity and debt issue—and applying weights based on the proportion of funds
obtained from each source. The weighted average cost of capital reflects the average riskiness of the firm’s
past activities; the weighted marginal cost of capital reflects the average riskiness of incremental activities.
The rationale for using the weighted (average or marginal) cost of capital as the discount rate is as follows:
the firm must obtain an overall yield on its investments at least sufficient to cover its cost of capital in order
to prevent the market price of its outstanding securities from falling.

16Ruegg, Rosalie T., and Harold E. Marshall. 1990. Building Economics: Theory and Practice. New York: Chapman and
Hall, Inc., pp. 153-167.
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Discount rates influence the allocation of public funds and are therefore important tools of public policy.
In the United States, specification of discount rates for evaluating public projects dates from the 1930s,
when Federal agencies were directed to discount the benefits and costs of water resources projects.

It is widely agreed by economists that the appropriate discount rate for evaluating public investments is a
rate set to maximize net social benefits. Thus the rate is often called the “social discount rate.” This view,
and term, gained favor in the 1960s as an aspect of welfare economics. What should be the appropriate
numerical value of the discount rate, or rates, for evaluating public investments is, however, a topic of
controversy and on-going debate. It is a complex question with many unresolved issues.

Guidance in setting the discount rate for federal agencies comes from two sources. For energy and water
conservation and renewable resource projects under the Federal Energy Management Program, the U.S.
Department of Energy has legislative authority to establish the appropriate discount rate using the
procedure specified in 70 CFR 436. For all other cases, the Office of Management and Budget (OMB)
Circular A-94 provides guidance on the discount rates to be used in evaluating government programs
whose benefits and costs are distributed over time.

2.3.2 Defining the Base Case

Before continuing further, it is helpful to state the basis upon which the benefits, costs, and savings of an
alternative are estimated. Estimates for an alternative, a*, may be derived in one of three ways. Each way
has a specific reference point, referred to as the base case. The three ways for defining the base case are:
(1) as a completely stand alone project; (2) as an alternative to the status quo; and (3) as a mutually
exclusive course of action. Estimates for the first way, a stand alone project, are fairly straightforward.
Estimates for the second and third ways are also fairly straightforward. A specific, mutually exclusive
alternative to a* is maintenance of the status quo. Thus the second way of deriving estimates and its
reference point—maintenance of the sratus quo—is a subset of the third. Additional information on
maintenance of the stafus quo and on mutually exclusive alternatives is given in section 2.3.3. Detailed
discussions on how the base case is defined in practice are given for each of the case studies presented in
chapters 5 (see section 5.2) and 6 (see section 6.2).

Two additional factors are associated with the base case; these factors also apply to any alternative under
consideration. The two factors are: (1) the length of the study period; and (2) the base year to be used for
computing time-equivalent values for all costs, benefits, and savings.

2.3.2.1 Determining the Length of the Study Period

The study period is constructed to include all relevant costs, benefits, and savings associated with the
alternatives under consideration. In order to promote consistency when comparing more than one
alternative, the study period begins at the earliest point for which costs, benefits, and/or savings accrue and
ends at the latest point for which costs, benefits, and/or savings accrue. Throughout this report, the length
of the study period is defined to be L years. To better understand the mechanics of determining the length
of the study period, consider the specific case of ASHRAE 90-75.

In the case of ASHRAE 90-75, presented in chapter 5, the base case is the adoption of ASHRAE 90-75
as an alternative to the status quo. BFRL’s ASHRAE 90-75-related research investments began in 1973.
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Energy conserving investments in single-family residences, based on BFRL’s ASHRAE 90-75-related
research, began in 1975. All energy conserving investments in single-family residences, based on BFRL'’s
ASHRAE 90-75-related research, were assumed to end in 1984. All energy conserving investments made
during the period 1975 through 1984 were assumed to generate cost savings for a period of 10 years after
their installation, implying that the study period ends in 1994. The study period begins in 1973, when
BFRL’s research effort began, and ends in 1994, when the last year’s worth of energy cost savings were
assumed to accrue. The length of the study period is therefore 22 years.

2.3.2.2 Determining the Base Year

In order to establish a time-equivalent set of values for costs, benefits, and savings, it is necessary to specify
a base year. The base year may be in the past, in the present, or in the future. While there is considerable
latitude in choosing the base year, it must be within the study period.”” Focusing our attention on the study
period, which spans L years, we see that three possibilities for placement of the base year arise. These
possibilities are: (1) at the beginning of the study period; (2) at the end of the study period; and (3) in
between the beginning and the end of the study period. The three possibilities are illustrated in figures 2-1,
2-2, and 2-3, respectively.

In examining these three possibilities, it is important to keep the following key points in mind: (1) the
choice of the base year is partly a convenience for performing calculations and partly a reflection of
organizational guidelines; (2) all three possible placements are acceptable; and (3) once a base year has
been chosen, all calculations for all alternatives under consideration must use it. The first key point is of
particular importance because the discount rates referred to in this report are real.'® Consequently, all
dollar values are real, meaning their values—both discounted and undiscounted—are expressed in base
year dollars. Throughout this report, the time index associated with the base year is equal to zero (i.e.,
1=0).

Case 1: Base Year at the Beginning of the Study Period

Figure 2-1 illustrates this case. Two end points, spanning L years, are shown in the figure. The beginning
of the study period and the base year coincide. The time index ranges from #=0, for the base year, to =L,
for the end of the study period. All present value calculations are expressed as time-equivalent values
occurring at the beginning of the study period (i.e., at 7=0).

1 the economic impact study is of an ex post nature where all costs, benefits, and savings are in the past (i.e., the end of the
study period is in the past), the base year must still be within the study period. In such cases, however, it is desirable to record the values
of the key evaluation methods denominated in both base year dollars and current year dollars. This approach is employed in the two case
studies presented in chapters 5 and 6.

ecall that discount rates reflect the investor’s time value of money (or opportunity cost). Real discount rates reflect time value
apart from changes in the purchasing power of the dollar (i.e., inflation or deflation) and are used to discount real dollar (constant dollar)
cash flows. Real dollars are dollars of uniform purchasing power tied to a specified time (i.e., the base year). Nominal discount rates
include changes in purchasing power of the dollar and are used to discount current dollar cash flows. Current dollars are dollars of
nonuniform purchasing power, in which actual prices in the market are stated for a given time. With no inflation or deflation, current
dollars are identical to real dollars.
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Base Year
t=0 t=1L

Length of Study Period = L Years

Beginning of End of Study
Study Period Period

Figure 2-1. Base Year at the Beginning of the Study Period: Relationship Between
Base Year and the Length of the Study Period

An advantage of this placement of the base year is that the notation is simpler than that of section 2.2.
Furthermore, many text books employ this approach.” A potential disadvantage is that benefits and
savings associated with research investments occur after the research is undertaken. In some cases, the
delay may be 10 years or more. For example, in ex ante analyses, investment costs may be known but
potential benefits and savings are subject to considerable uncertainty.

Case 2: Base Year at the End of the Study Period

Figure 2-2 illustrates this case. Two end points, spanning L years, are shown in the figure. The end of the
study period and the base year coincide. The time index ranges from r=-L, for the beginning of the study
period, to #=0, for the base year. All present value calculations are expressed as time-equivalent values
occurring at the end of the study period. In this case, all costs, benefits, and savings are brought forward
(i.e., compounded) to the base year at the end of the study period.

Base Year
t=-L t=0
<€ >
Length of Study Period = L Years
Beginning of End of Study
Study Period Period

Figure 2-2. Base Year at the End of the Study Period: Relationship Between Base Year and the
Length of the Study Period

Prora good discussion on placement of the base year at the beginning of the study period, see Ruegg and Marshall, Building
Economics, pp. 34-91.
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The notation associated with the placement of the base year at the end of the study period is simpler than
that of section 2.2 but more complex than that associated with the placement of the base year at the
beginning of the study period. Placement of the base year at the end of the study period is ideal for ex post
studies where information on benefits and savings are well documented. The placement of the base year
at the end of the study period is employed in chapter 6, where the case study of 235 shingles is presented.

Case 3: Base Year is in Between the Beginning and the End of the Study Period

Figure 2-3 illustrates this case. Two sets of end points, one spanning #* years—from t=-° to t=0—and one
spanning 7 years—from #=0 to #=7,, are shown in the figure. The two sets of end points span the length of
the study period, L years. This placement of the base year mirrors the exposition in section 2.2; the time
index ranges from r=-t%, at the beginning of the study period, to #=7,, at the end of the study period. All
present value calculations are expressed as time-equivalent values occurring in the base year.

Base Year
t=-1* t=0 t=T
s + —»
t* Years T Years
€ —»
Length of Study Period = L Years
L Years = *Years + T Years

Beginning of End of.Study
Study Period Period

Figure 2-3. Base Year in Between the Beginning and the End of the Study Period:
Relationship Between Base Year and the Length of the Study Period

This notation is advantageous, since it permits the most general formulation. Both cases described earlier
may be formulated as special cases (e.g., by setting - to 0 and T to L or by setting -# to -L and T to 0).
This notation provides the basis for deriving the standardized practices in chapter 3. Such a placement of
the base year is ideal for ex post analyses where extensive use is made of data from published sources. For
example, the case study of ASHRAE 90-75 makes extensive use of data from a study performed by Arthur
D. Little in 1975 Consequently, 1975 was chosen as the base year for the economic impact study of

2 Arthur D. Little, Inc. 1975. Energy Conservation in New Building Design: An Impact Assessment of ASHRAE Standard
90-75. Conservation Paper 43B. Arthur D. Little, Inc.
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BFRL’s ASHRAE 90-75-related research. Recall that BFRL’s ASHRAE 90-75-related research was
begun in 1973. This case study, summarized in chapter 5, has a study period which spans 22 years, from
1973 to 1994.

2.3.3 Measuring Cost Savings

Reference to the status quo is used here to illustrate how net savings from alternative a* can be positive
even if it does not generate any revenues. That such an outcome is possible may be understood by
recognizing that maintenance of the status quo has associated with it both costs and benefits. The costs
and benefits associated with maintenance of the status quo may be higher, lower, or the same as those
associated with a mutually exclusive alternative, a*. It is important to note that a benefit-cost analysis may
be performed entirely based upon the differences between two mutually exclusive alternatives (e.g., the
status quo and a*). In such a case, the estimated values of these differences—for each benefit and cost
category and for each year—become the entries on the right hand sides of eqgs (2.1) through (2.10). Thus,
if mutually exclusive alternative a* has lower costs than maintenance of the status quo, it results in “cost
savings.”

Consider the special case where benefits are zero throughout the length of the study period but which, for
the moment, excludes investment costs from the analysis. If non-investment costs for alternative a* in year
¢ are less than those of maintaining the status quo, then inserting these differences into eq (2.5) yields
positive savings even though a* generates no revenues. Next, consider the special case where benefits are
zero throughout the length of the study period but which includes investment costs in the analysis. In this
case, eq (2.9) provides the basis for choosing among mutually exclusive alternatives (e.g., the status quo
and a*). Upon closer examination, eq (2.9) is revealed to be equivalent to the life-cycle costs of alternative
a*, denoted henceforth as LCC”. If the life-cycle costs of alternative a* are less than those of maintaining
the status quo, then investment in alternative a * generates positive net savings even though it generates no
revenues. The use of life-cycle costs is a widely-accepted evaluation method.*

To better understand how life-cycle costs may be used to measure cost savings, consider the following
simplified example. A manufacturer produces electronic control units for use in commercial office
buildings. The manufacturer has experienced production problems which result in unusually high levels
of scrap and rework of the electronic control unit’s component parts. Research on the design and
manufacturing processes for this electronic control unit has resulted in a new type of sensor which permits
more frequent and more accurate measurements to be taken during the manufacture of each component
part.

If installed, the “in-process” measurements taken by the new sensor technology will reduce both scrap and
rework by catching problems earlier than was possible with the old sensor technology. However, in order
for the manufacturer to reduce the costs of scrap and rework, it will be necessary to remove some or all
of the old sensors and install the new ones. The present value of investment costs for each of four different
levels of investment in the new sensor technology are summarized in column (1) of table 2-3. The four
levels of investment are: (1) do not install the new sensor technology (i.e., maintenance of the status quo);
(2) install the new sensor technology only for those components with “unacceptably” high rates of scrap

21 American Society for Testing and Materials (ASTM). 1993. Standard Practice for Measuring Life-Cycle Costs of Buildings
and Building Systems. E 917. Philadelphia, PA: ASTM.
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Table 2-3. Using Life-Cycle Costs to Measure Cost Savings

Present Value
Present Value of the Costs of Present Value Present Value
of Investment Scrap and of Life-Cycle of Net
Level of Costs Rework Costs Savings
Investment ) ) 3) @)
(1) 0 100 100 0
(2) 10 80 90 10
3) 20 65 85 15
4) 80 25 105 -5

and rework; (3) install the new sensor technology for level (2) components and those components with the
highest value added; and (4) install the new sensor technology for all components.

To keep the example simple, we assume that the costs of employing the new sensor technology (e.g., taking
and analyzing the measurements) are the same as for the old sensor technology. The costs of scrap and
rework, however, are reduced as more of the new sensor technology is installed on the production line.
The present value of the costs of scrap and rework are summarized in column (2) of table 2-3.

The life-cycle costs (i.e., the sum of the present value of investment costs and the present value of the costs
of scrap and rework) for each of the four levels of investment in the new sensor technology are summarized
in column (3) of table 2-3. The difference between the life-cycle costs of level (1), LCC™, and each of the
investment alternatives is shown in column (4) of table 2-3. This difference is referred to as the present
value of net savings.

Reference to table 2-3 reveals that investment in either level (2) or level (3) of the new sensor technology
is justified, since it results in positive net savings (i.e., the investment is cost effective). Investment in level
(3) generates the greatest net savings. Investment in level (4) is not justified, since its life-cycle costs are
higher than maintenance of the status quo (i.e., LCC® > LCC®).

2.3.4 Quantification and Data Issues

Quantification, the third step in the four-step process, is often the most difficult. Facts and data are of
central importance here because they should be the basis for estimating all project benefits, costs, and
savings. A study which lacks a strong foundation of data and other factual information will produce weak
or inconclusive results.

Data sources are many and varied. Consequently, a strategy for data collection and analysis should be
developed early in the analysis. Whenever possible, published data or information from professional
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societies or trade associations should be used. In addition to these sources, the economics profession has
a long history in the areas of benefit-cost analysis and technological change. The Journal of Economic
Literature (JEL) is an excellent source for accessing this literature. The JEL’s classification system for
journals and articles in the areas of Economic Welfare, D6, and Technological Change, O3, is a good
starting point.

To illustrate sources for benefit, cost, and savings data, consider the specific case of building- and
construction-related projects. Issues which are of key importance here concern construction, maintenance
and repair, energy prices, and rental income. Published data sources associated with each issue are
summarized in table 2-4. The table is based largely on material presented in Ruegg and Marshall.*?

Table 2-4. Sample Published Data Sources

Type of Cost Sample Published Data Source
or Benefit

Construction Means Building Construction Cost Data Book.
Kingston, MA: R.S. Means Company, Inc.

Maintenance and Repair Building Maintenance, Repair, and
Replacement Database (BMDB) for Life-Cycle
Cost Analysis. Philadelphia, PA: American
Society for Testing and Materials (ASTM).
The Downtown and Suburban Office Building
Experience Exchange Report (EER).
Washington, DC: Building Owners and
Managers Association International (BOMA).

Energy Prices
Public-Sector Organizations Life-Cycle Manual for the Federal Energy
Management Program. NIST Handbook 135.
Gaithersburg, MD: National Institute of
Standards and Technology.
Private-Sector Organizations Comprehensive Guide for Least-Cost Energy
Decisions. NBS Special Publication 709.
Gaithersburg, MD: National Bureau of
Standards.

Rental Income EER. Washington, DC: BOMA.

For large projects, a standard format for organizing construction cost data is desirable. Such a format
assists in the retrieval of information and promotes understanding by others who may wish to use or review
the data. In the United States, the Construction Specification Institute publishes a Manual of Practice which

22Ruegg and Marshall, Building Economics, pp. 168-185.
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provides a masterlist of titles and numbers for organizing construction information. It is called
MASTERFORMAT. It is a functional-oriented cost system and provides for organizing construction cost
estimates into 16 divisions. Better for the purpose of building design and cost comparison and analysis is
a systems or elemental approach to formatting cost data. The American Society for Testing and
Materials’ standard classification for building elements and related sitework, called UNIFORMAT II,2
is such a system. It organizes costs into three levels for each of seven major groups.

Additional information on benefits, costs, and savings associated with construction-related projects is being
produced as part of the National Construction Goals initiative of the National Science and Technology
Council Subcommittee on Construction and Building. One part of this multi-pronged initiative is to
produce baselines and measures of progress towards achieving each of the seven National Construction
Goals. These data, once developed and disseminated, will be a valuable source of information on the
impacts of construction-related research. Specifically, they will make it possible to demonstrate the
benefits of advanced construction technologies and practices.

2.4 Sensitivity Analysis: A Tool for Dealing with Uncertainty

There are a variety of techniques for dealing with uncertainty in a benefit-cost analysis. Among the most
commonly used are: (1) breakeven analysis;> (2) conservative benefit and cost estimating;? (3) decision
analysis;”® and (4) sensitivity analysis. In general, these methods are not limited to benefit-cost analysis and
may be used for any form of economic analysis. The discussion in this section focuses primarily on one
of these methods, sensitivity analysis. Readers interested in a comprehensive survey on methods for dealing
with uncertainty for use in government and private-sector applications are referred to the study by
Marshall*’ and the subsequent video? and workbook.”

Sensitivity analysis measures the impact on project outcomes of changing the values of one or more key
input variables about which there is uncertainty. Sensitivity analysis can be performed for any measure of
economic performance (e.g., present value of net benefits, present value of net savings, benefit-to-cost
ratio, savings-to-investment ratio, adjusted internal rate of return). Since sensitivity analysis is easy to use

2 American Society for Testing and Materials (ASTM). 1993. Standard Classification for Building Elements and Related
Sitework—UNIFORMAT II. E 1557. Philadelphia, PA: ASTM.
reakeven analysis is a method for determining the minimum or maximum value that a particular variable can reach and still
have a breakeven project (i.e., a project where benefits (savings) equal costs).

Conservative benefit and cost estimating is a simplistic approach to accounting for the uncertainty of selected variables. The
values of these “input” variables are chosen so that any errors due to uncertainty will result in an underestimation of the project’s economic
worth. This is accomplished by intentionally estimating benefits on the low side, costs on the high side, or both. Alternatively, when
estimating the values of parameters on which benefits and costs depend (e.g., project life), the parameter estimates would be made in the
direction that lowers expected benefits and raises expected costs.

Decision analysis is a method for making economic decisions in an uncertain environment that allows a decision maker to
include alternative outcomes, risk attitudes (i.e., the willingness of decision makers to take chances or gamble on investments of uncertain
outcome), and subjective impressions about uncertain events in an evaluation of investments. Decision analysis typically uses decision
trees to repzresent decision problems.

Marsha]]. Harold E. 1988. Techniques for Treating Uncertainty and Risk in the Economic Evaluation of Building
Inveszmentzs NIST Special Publication 757. Gaithersburg, MD: National Institute of Standards and Technology.

Marsha.ll Harold E. 1992. Uncertainty and Risk—Part Il in the Audiovisual Series on Least-Cost Energy Decisions for
Buildings. a8 Galthersburg, MD: National Institute of Standards and Technology.

Marshall, Harold E. 1993. Least-Cost Energy Decisions for Buildings—Part II: Uncertainty and Risk Video Training
Workbook. NISTIR 5178. Gaithersburg, MD: National Institute of Standards and Technology.
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and understand, it is widely used in the economic evaluation of government and private-sector applications.
Office of Management and Budget Circular A-94 recommends sensitivity analysis to federal agencies as
one technique for treating uncertainty in input variables.

The starting point for a sensitivity analysis may be referred to as the baseline analysis. In the baseline
analysis, all data (i.e., all input variables and any functional relationships among these variables) entering
into the benefit, cost, and savings calculations are fixed at their expected values.”® Alternatively, the
baseline values of key input variables may be fixed at their median values.”® Consequently, expected value,
median value and baseline value may be used interchangeably. Baseline data represent a fixed state of
analysis based on expected/median values. For this reason, the results and the analysis of these results are
referred to as the baseline analysis. Throughout this report, the term baseline analysis is used to denote a
complete analysis in all respects but one; it does not address the effects of uncertainty. Therefore, a
sensitivity analysis complements the baseline analysis by evaluating the changes in output measures when
selected key sets of data vary about their expected/median (i.e., baseline) values.

Sensitivity analysis may be divided into two polar cases: (1) deterministic; and (2) probabilistic.
Deterministic sensitivity analyses are the most straightforward. Their advantage is that they are easy to
apply and the results are easy to explain and understand. Their disadvantage is that they do not produce
results that can be tied to probabilistic levels of significance (i.e., the probability that the benefit-to-cost
ratio will have a value less than 1.0).

For example, a deterministic sensitivity analysis might use as inputs a pessimistic, the expected/median,
and an optimistic value for the variable of interest. Then an analysis could be performed to see how the
outcome measure (e.g., the benefit-to-cost ratio) changes as each of the three chosen values is considered
in turn, while all other variables are maintained at their baseline values. A deterministic sensitivity analysis
can also be performed on different combinations of input variables. That is, several variables are altered
at once and then an outcome measure is computed. This is the approach used in the sensitivity analyses
presented in chapters 5 and 6.

In a probabilistic sensitivity analysis, a small set of key input variables are varied in combination according
to an experimental design. In most cases, probabilistic sensitivity analyses are based on Monte Carlo
techniques, or some other form of simulation. The objective of a probabilistic sensitivity analysis is to
evaluate how uncertainty in the values of key input variables translate into changes in the values of key
output measures (e.g., the benefit-to-cost ratio). The major advantage of a probabilistic sensitivity analysis
is that it permits the effects of uncertainty to be rigorously analyzed. For example, not only the expected
value of a key output measure can be computed but also the variability of that value. In addition,
probabilistic levels of significance can be attached to the computed values of key output measures. The
disadvantage of a probabilistic sensitivity analysis is that it requires many calculations carried out according
to an experimental design, and is therefore practical only when used with a computer.

O he expected value or mean of a probability distribution is a statistical measure of central tendency. The arithmetic mean or
expected value of a sample of items (e.g., per unit cost data for installing high-performance windows in a single-family home) is the sum
of the indiv}dual values of the items divided by the number of items in the sample.

The median of a probability distribution is a statistical measure of central tendency. The median value of a sample of items
is the middle value in a rank ordering of the individual values of the items in the sample.
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Model sampling provides the basis for many probabilistic sensitivity analyses. Model sampling is a
procedure for sampling from a stochastic process to determine, through multiple trials, the characteristics
of a probability distribution. A related procedure, known as the Latin hypercube sampling scheme, is
becoming widely used, especially for cases involving complex sets of functional relationships among input
variables. Readers interested in an overview of both techniques are referred to the study by Harris.*

Latin hypercubes, as its name implies, are patterned after the classical Latin square. Latin squares consist
of a set of permutations such that a given character or value appears only once in each row and each
column. A Latin hypercube is similar to a Latin square with the important exception that it contains more
rows than columns. In practice, each column is an input variable and each row is a simulation number.
The experimental design is therefore a table composed of cells (i.e., a unique row-column entry). The
entries in the cells contain the values of a set of equally-spaced percentiles from the parent cumulative
distribution function (CDF)* of the variable of interest. For example, if the experimental design were
based on 50 simulations, the entries would correspond to a permutation of the values of the 1%, 3%, ..., 99®
percentiles of the parent CDF. Readers interested in examples of how Latin hypercube sampling schemes
may be applied in an actual benefit-cost analysis are referred to a study by Chapman.*

32l—Iarris, Carl M. 1984. Issues in Sensitivity and Statistical Analysis of Large-Scale, Computer-Based Models. NBS GCR
84-466. Gsagthersburg, MD: National Bureau of Standards.
A CDF is a function that shows on the vertical axis the probability of a value being less than or equal to the corresponding
value on the horizontal axis.
4Chapman, Robert E. 1992. Benefit-Cost Analysis for the Modernization and Assaciated Restructuring of the National
Weather Service. NISTIR 4867. Gaithersburg, MD: National Institute of Standards and Technology.
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3. Description of Evaluation Methods

Several methods of economic evaluation are available to measure the economic performance of a research
program, a new technology, a building, a building system, or like investment, over a specified time period.
These methods include, but are not limited to, present value of net benefits, present value of net savings,
benefit-to-cost ratio, savings-to-investment ratio, and the adjusted internal rate of return. These methods
differ in the way in which they are calculated and, to some extent, in their applicability to particular types
of investment decisions. The methods described in this section are based on ASTM standardized
practices.” Readers interested in an excellent, in-depth survey covering these as well as other methods are
referred to Ruegg and Marshall.*

3.1 Present Value of Net Benefits and Present Value of Net Savings

The present value of net benefits (PVNB) method is reliable, straightforward, and widely applicable for
finding the economically efficient choice among alternatives (e.g., building systems). It measures the
amount of net benefits from investing in a given alternative instead of investing in the foregone opportunity
(e.g., some other alternative or maintenance of the status quo).

PVNB is computed by subtracting the time-adjusted costs of an investment from its time-adjusted benefits.
If PVNB is positive, the investment is economic; if it is zero, the investment is as good as the next best
investment opportunity; if it is negative, the investment is uneconomical. Emphasis is on economic
efficiency because the method is appropriate for evaluating alternatives which compete on benefits, such
as revenue or other advantages which are measured in dollars, in addition to costs.

The present value of net savings (PVNS) method is the PVNB method recast to fit the situation where there
are no important benefits in terms of revenue or the lik